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Abstract

Presented in this work is an explicit finite volume method for solving general hyperbolic systems on the surface of a
sphere. Applications where such systems arise include passive tracer advection in the atmosphere, shallow water models
of the ocean and atmosphere, and shallow water magnetohydrodynamic models of the solar tachocline. The method
is based on the curved manifold wave propagation algorithm of Rossmanith, Bale, and LeVeque [A wave propagation
algorithm for hyperbolic systems on curved manifolds, J. Comput. Phys. 199 (2004) 631–662], which makes use of parallel
transport to approximate geometric source terms and orthonormal Riemann solvers to carry out characteristic decompo-
sitions. This approach employs TVD wave limiters, which allows the method to be accurate for both smooth solutions and
solutions in which large gradients or discontinuities can occur in the form of material interfaces or shock waves. The
numerical grid used in this work is the cubed sphere grid of Ronchi, Iacono, and Paolucci [The �cubed sphere�: a new
method for the solution of partial differential equations in spherical geometry, J. Comput. Phys. 124 (1996) 93–114], which
covers the sphere with nearly uniform resolution using six identical grid patches with grid lines lying on great circles.
Boundary conditions across grid patches are applied either through direct copying from neighboring grid cells in the case
of scalar equations or 1D interpolation along great circles in the case of more complicated systems. The resulting numerical
method is applied to several test problems for the advection equation, the shallow water equations, and the shallow water
magnetohydrodynamic (SMHD) equations. For the SMHD equations, we make use of an unstaggered constrained trans-
port method to maintain a discrete divergence-free magnetic field.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

An important goal in large-scale geophysical fluid dynamics is to accurately simulate fluid flow on the sur-
face of a rotating planet. For many years, the dominant numerical method in large-scale atmospheric flows
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was the spectral method [9,53]; recent developments have seen the implementation of local methods such as
finite difference (e.g. [41,49]), compact finite difference (e.g. [45,58]), finite volume (e.g. [25,26,56]), and finite
element methods (e.g. [11,21]). Furthermore, two general strategies for obtaining more accurate and efficient
numerical methods have recently been applied to large-scale atmospheric models:

1. p-adaption: development of high-order discontinuous-Galerkin [23,44,43] and spectral element methods
[18,22,24], which allow the order of the scheme to adapt, either dynamically or statically, to features in
the solution;

2. h-adaption: development of adaptive mesh refinement (AMR) techniques, which allow for more grid
points to placed in regions where the numerical solution would otherwise be inaccurate. Unlike
the p-adaption strategy, h-adaption is often built on ‘‘lower’’ order methods (i.e., second and third
order) [5,8,30,31].

In the current work, we follow the second strategy of developing lower-order methods, with the aim to
develop AMR capabilities in future work. The main reason for pursuing lower-order methods is that we
are particularly interested in developing a scheme that is accurate simultaneously for smooth flows and for
flows in which large gradients or discontinuities such as material interfaces or shock waves can form. Others
who have considered such schemes include Blikberg [8], Hubbard and Nikiforakis [30], Jablonowski [31],
Lanser et al. [34], and Liska and Wendroff [40].

Numerical schemes that make use of total variation diminishing (TVD) limiters such as LeVeque�s wave
propagation method [37] have been shown to be accurate on a wide range of solution regimes and application
problems (e.g. gas dynamics [33], acoustics [16,17], elasticity and plasticity [15,35,38,39], combustion and det-
onation waves [27,28], relativistic hydrodynamics [2], and numerical relativity [4,29]). Furthermore, it has been
shown that, even on smooth solutions, limiters can sometimes improve the accuracy of a simulation by reduc-
ing phase errors (see Fig. 6.3 on p. 105 of LeVeque [39]). Rossmanith et al. [51] recently developed an exten-
sion of the wave propagation scheme [37] to curved manifolds. The main goal of this work is to extend this
method so that it can be applied to flow on a sphere.

In addition to selecting a numerical method, one must also choose a numerical grid that covers the sphere.
Many strategies have been proposed including numerical grids based on triangles (e.g. [5,59]), rectangles (e.g.
[41,49]), and hexagons (e.g. [25,26,56]). The methods we propose in this work are based on logically Cartesian
grids (i.e., rectangles), and rely on fully explicit time stepping strategies. Therefore, we will make use of the
cubed sphere grid of Ronchi et al. [49], which divides the sphere into six grid ‘‘patches’’ of nearly uniform res-
olution. How to obtain accurate numerical results across the grid interfaces is a major thrust of this paper.
This grid is discussed in detail in Section 3.

The resulting numerical method is applied to the following three hyperbolic systems:

1. The advection equation: a model for tracer transport such as various kinds of pollutants in the atmosphere.
2. The shallow water equations: a hydrostatic, single-layer model of the ocean or atmosphere.
3. The shallow water magnetohydrodynamic (SMHD) equations: a hydrostatic, single-layer model of the solar

tachocline.

We present the general numerical scheme in Section 4.1, while implementation details for the above three
systems are presented in Sections 4.2–4.4, respectively. Presented in 4.2 is a curved manifold extension of
LeVeque�s [36] treatment of the velocity field, which guarantees that the velocity field satisfies a discrete diver-
gence-free condition. Presented in 4.4 is a curved manifold extension of the constrained transport method of
Rossmanith [50], which guarantees that the magnetic field satisfies a discrete divergence-free condition. Sim-
ulation results on several test cases are shown in Section 5.

2. Notation

A summary of the notation that will be used throughout this paper can be found in Table 1. Unless other-
wise noted, summation is implied whenever the same index appears as both a subscript and a superscript, e.g.



Table 1
Summary of notation

Symbol Description

M A general curved manifold, M 2 R3

(x1,x2) Coordinates that parameterize the manifold M

~u, uk Vector, kth component
uk̂ kth component of vector ~u after it has been orthonormalized
T
$
, Tmn Tensor, mnth component

G
$
, Gmn, G

mn Metric tensor, mnth component, mnth component of inverseffiffiffiffi
G

p
Square root of the determinant of the metric tensor

o
oxk Derivative in the kth coordinate direction
Ck
mn kmnth Christoffel symbol

N · N · 6 A cubed sphere with N · N resolution on each grid, N = 90 () �1� resolution � 111 km resolution
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Cm
nkT

kn ¼
X
n

X
k

Cm
nkT

kn.
Our notation is consistent with that of Misner et al. [42].

3. The cubed sphere grid

In this work, we consider the ‘‘cubed sphere’’ grid mapping first introduced by Sadourny [52]; this mapping
takes points on a sphere to the six faces of a cube. Sadourny [52] applied a finite difference method to solve the
shallow water equations on this grid, but concluded that further work was needed to reduce inaccuracies near
the internal boundaries (i.e., edges of the cube). As a result of this conclusion and because during this time
spectral methods were shown to produce accurate results with good efficiency [9], very little attention was
given to the cubed sphere grid for more than two decades. It was not until the mid-1990s that the global
dynamics community found renewed interest in the approach of Sadourny [52].

Cubed sphere grids fall into two main categories: conformal [48] and non-conformal [48,49]. The conformal
cubed sphere mapping preserves the orthogonality of the spherical coordinate system, thereby minimizing the
additional geometric terms that appear in the underlying partial differential equations. The disadvantage with
this approach is that the grid cell area is very non-uniform, yielding grid cells that near the internal boundaries
are much smaller than those in the interior [48]. For most explicit time stepping methods this means that the
time step will be severely restricted by the small cells, and therefore, we will not consider this grid mapping in
the current investigation. We should also note that through a variational technique, Purser and Rancic [47]
were able to obtain more uniform grids by allowing the grid transformation to become slightly non-conformal.

The non-conformal approach of Ronchi et al. [49] was instead aimed at generating a grid mapping that is
nearly uniform and expressible in terms of analytic formulas. In this approach the sphere is divided into six
equal regions, each generated by taking grid points to be the intersection of great circles passing through the
‘‘north’’ and ‘‘south’’ poles with great circles passing through the ‘‘east’’ and ‘‘west’’ poles relative to that
region (see Fig. 1(a)). Doing this for each region generates six equal grids that cover the entire sphere without
overlap. This mapping is illustrated in Fig. 2. Ronchi et al. [49] showed that the area ratio of the smallest to the
largest grid cell converges to

ffiffiffi
2

p
=2 � 0:7071 as the grid resolution goes to infinity, and furthermore, for a finite

grid resolution this ratio is always larger than
ffiffiffi
2

p
=2 (see Fig. 1(b)). Note that the smallest grid cells occur at

the interface between two grid patches.

3.1. Grid transformations

The standard spherical coordinates are denoted by (k,h), where k2 [�p,p] is the longitude, h2 [�p/2,p/2] is
the latitude. Throughout this paper we scale all variables so that the radius of the sphere is always r = 1. On
each of the six grid patches we define the following coordinates:
x1; x2
� �

2 � p
4
;
p
4

h i
� � p

4
;
p
4

h i



Fig. 1. (a) A single grid patch is constructed by taking the intersection of a set of angularly equidistant great circles clamped down at the
‘‘north’’ and ‘‘south’’ poles relative to that patch with a set of angularly equidistant great circles clamped down at the ‘‘east’’ and ‘‘west’’
poles relative to that patch. (b) A plot of the cell area normalized by the largest grid cell.

Fig. 2. The cubed sphere grid mapping maps the six faces of a cube to the surface of a sphere. The specific mapping shown here is non-
orthogonal and generates a grid that varies less than 30% in grid cell area.
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along with the following Jacobian, J, that maps vectors expressed in the coordinate basis of (x1,x2) to vectors
expressed in the coordinate basis of (k,h);
uk

uh

� �
¼ J

u1

u2

� �
¼

ok
ox1

ok
ox2

oh
ox1

oh
ox2

" #
u1

u2

� �
. ð1Þ
The grid transformations, k = k(x1,x2) and h = h(x1,x2), can be found in Ronchi et al. [49]. The metric on each
grid patch can be expressed as follows:
G
$
¼ JTG

$
sphereJ ; ð2Þ
where the orthogonal metric induced by the standard spherical coordinates is given by
G
$

sphere ¼ diag cos2ðhÞ; 1
� �

. ð3Þ
We note that our definition of the metric tensor G
$

differs from the definitions of Ronchi et al. [49] and Nair
et al. [43]. In those papers, the metric gives a measure of how distance is measured on the cubed sphere grid
relative to the standard longitude–latitude coordinates; therefore, these papers use the definition G

$
� JTJ , with-

out the G
$

sphere in between the Jacobian transpose and the Jacobian. In the numerical scheme we present in this
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paper we require definition (2), which gives us a relative measure of distance between the cubed sphere grid
and standard Cartesian coordinates. Furthermore, it will often be necessary to compute the distance between
two points on the surface the sphere; the shortest distance between two points (k,h) and (k0,h0) is obtained by
taking the great circle that passes through both points and then computing the shorter arc length between the
two points on the great circle;
distðk; h; k0; h0Þ � arccos cosðhÞ cosðh0Þ cosðk� k0Þ þ sinðhÞ sinðh0Þf g. ð4Þ
3.2. Boundary conditions

The cubed sphere grid mapping provides us with a nearly uniform grid on the surface of a sphere and elim-
inates the grid singularities at the poles that are introduced by the latitude–longitude grid. We are now faced
with two new difficulties:

1. The underlying metric is non-orthogonal.
2. Artificial boundaries between the six grid patches have been created.

Although the equations are somewhat more complicated in a non-orthogonal coordinate system, the
numerical methods that we will introduce in Section 4 work well for general metric tensors. This leaves us only
with the second challenge of dealing with the artificial boundaries between grid patches.

Conceptually, we can think of solving the governing partial differential equation on each of the six grid
patches as separate problems. Each grid patch has its own interior grid cells, its own (x1,x2) coordinate
system, and at least two layers of ghost cells as required by the wave propagation method [39]. Information
is passed between grid patches by placing the appropriate boundary conditions into the ghost cells. Note
that the orientation (i.e., the labeling of the coordinate directions x1 and x2) may change from one grid
patch to the next. A grid cell on a general curved manifold is defined by an index (i, j), a grid center
ðx1i ; x2j Þ, and a solution value (Qij). Before we can place solution value information into the ghost cells,
we must first decide on how to define the geometry of the ghost cells. Two reasonable choices for the ghost
cell geometry are the following:

Method 1: Let the ghost cells have the same shape as the grid cells from the neighboring grid patch and
directly copy solution values into these cells.

Method 2: Extend the coordinate lines of the current grid patch into its neighboring grid patches, then inter-
polate information from the neighboring patches into these extended cells. In this work we use
standard linear interpolation, and because of the geometry of the extended cells, we only need
one-dimensional interpolation in each layer of ghost cells [49].

These two methods are illustrated in Fig. 3. The first method is attractive because the ghost cells and the
neighboring grid patch identically match, meaning that no interpolation is required to place solution values
(Qij) into the ghost cells. This approach works well for scalar conservation laws (e.g. advection). Method 1
fails for more general hyperbolic systems, however, since vector quantities on either side of a grid interface
are represented in different coordinate systems, and one cannot to solve 1D coordinate Riemann problems
between these data. Instead, for general hyperbolic systems we use Method 2 to extend the grid patches
and obtain ghost cell data via interpolation. The overlap is such that only one-dimensional interpolation is
required along the great circle lines (see [49]). This technique of interpolating onto overlaping grids is a special
case of the overlapping grid technique developed by Chessire and Henshaw [12].

In this work, we will make use of both of the above methods depending on the equations that are being
solved:

1. The advection equation: Method 1 with two layers of ghost cells.
2. The shallow water equations: Method 2 with two layers of ghost cells.
3. The shallow water magnetohydrodynamic equations: Method 2 with three layers of ghost cells.



Fig. 3. Two types of boundary conditions for the six sphere patches: (a) Ghost cells are the same as grid cells on neighboring patches; no
interpolation is required to obtain the solution values (Qij) in these ghost cells. (b) Ghost cells are obtained by extending the current grid
onto the neighboring patch. Solution values (Qij) are placed into these ghost cells by one-dimensional interpolation along great circle lines.
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The advection equation can be described entirely by two scalars: the concentration ðqð~x; tÞÞ and the stream-
function ðwð~x; tÞÞ. Because scalars are coordinate independent, Method 1 can be used in this situation. Fur-
thermore, the use of Method 1 will guarantee the numerical conservation of qð~x; tÞ across grid patches.
Two layers of ghost cells are required in order to apply wave limiters to the information entering through
the grid interfaces [39].

In solving the shallow water and shallow water magnetohydrodynamic (SMHD) equations we will make
use of Method 2. In this case we will lose (mass) conservation across grid interfaces, because at each grid inter-
face we will compute two numerical fluxes. For example, consider two neighboring equatorial grids, which we
denote by ‘‘left’’ and ‘‘right’’. At the grid interface, the following two fluxes are computed: Fl (flux computed
on ‘‘left’’ grid) and Fr (flux computed on ‘‘right’’ grid). Although these fluxes sit at the same spatial location,
they will in general not be the same, since the data that generated them is different (see Fig. 4). One could
remedy this situation by defining a unique flux function at the cell interface in the following way:
Fig. 4.
solved
figure)
conser
F interface ¼
1

2
ðF l þ F rÞ. ð5Þ
In practice, however, we have found that better results are obtained by not applying (5). We will demonstrate
through direct numerical simulations in Section 5 that despite the slight loss of conservation at grid interfaces,
the numerical solutions remain accurate. Furthermore, it is shown that shocks can propagate through the grid
interfaces without visible accuracy degradation. Finally, we note that despite some conservation loss at the
boundaries, the method is still locally conservative away from the boundaries and remains accurate for the
Grid 2 

Grid 2 Grid 1 

Grid 1 

F(Grid 1)F(Grid 2)

Ghost Cell

First Cell First Cell

Ghost Cell

This figure shows why Method 2 does not conserve mass. Across each grid interface, two different Riemann problems are being
: one to update the solution on the left grid (Grid 2 in this figure), the other to update the solution on the right grid (Grid 1 in this
. Since these two Riemann problems use different data, they will in general produce different fluxes. This causes a slight loss of
vation across the grid interface.
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purposes of shock-capturing. For other examples of schemes that fail to be conservative in regions of co-
dimension one, yet remain accurate across shock waves, see Abgrall and Karni [1].
4. The numerical method

We propose in this section a numerical method for solving the advection, shallow water, and shallow water
MHD equations on the surface of a sphere. In particular, we extend the scheme of Rossmanith et al. [51] (RBL
for short) so that it can be applied to the multiple grid patch geometry of the cubed-sphere grid. A brief review
of the RBL scheme is described in Section 4.1, while additional details for the advection, shallow water, and
SMHD equations are provided in Sections 4.2–4.4.

4.1. The RBL wave propagation method

RBL considered, without loss of generality, a generic conservation law on a curved manifold M 2 R3 con-
sisting of one scalar conserved quantity, the ‘‘mass’’ density q, and one vector conserved quantity, the
‘‘momentum’’ density ~l. We place on M a coordinate system denoted by (x1,x2). In a basis directly tied to
this coordinate system (i.e., the coordinate basis), the conservation law can be written as follows:
o

ot
qð~x; tÞ þ 1ffiffiffiffi

G
p o

oxk
f kðq;~xÞ ¼ Wðq;~xÞ; ð6Þ
where
qð~x; tÞ ¼
q

l1

l2

264
375; f kðq;~xÞ ¼

ffiffiffiffi
G

p Uk

Tk1

Tk2

264
375; and Wðq;~xÞ ¼

0

�C1
nkT

kn

�C2
nkT

kn

264
375.
In the above expression
ffiffiffiffi
G

p
denotes the square root of the determinant of the metric on M, ~U is the ‘‘mass’’

flux vector, T
$

is the ‘‘momentum’’ flux tensor, and Cm
nk are the Christoffel symbols. The Christoffel symbols

can be directly computed by appropriately differentiating the components of the metric tensor (see [51] for the
formulas). Superscript indices on vector components denote contravariant components, and summation is
implied for any index that appears as both a subscript and a superscript. Note that even though ~l satisfies
the equation of momentum conservation, the individual components of l are in general not conserved due
to the geometric source term W.

Numerically, system (6) can be discretized by first defining on M a logically Cartesian grid that is made up
of x1 = constant and x2 = constant lines. The resulting grid cells are indexed by (i, j) and the center of each
grid cell is denoted by ðx1i ; x2j Þ. The grid spacing is denoted as follows:
Dx1 ¼ x1iþ1 � x1i ¼ constant 8i;
Dx2 ¼ x2jþ1 � x2j ¼ constant 8j.
The approximate solution at time level t = tn in grid cell (i, j) is given by
Qn
ij �

1ffiffiffiffiffiffi
Gij

p Z x1
iþ1=2

x1
i�1=2

Z x2
jþ1=2

x2
j�1=2

ffiffiffiffi
G

p
qðn; g; tnÞdndg; ð7Þ
where x1i�1=2 � x1i � Dx1=2. The approximate solutions are updated using a modified version of the wave prop-
agation method of LeVeque [37];
Qnþ1
ij ¼ Qn

ij �
1ffiffiffiffiffiffi
Gij

p Dt
Dx1

A�
1 DQiþ1=2;j þAþ

1 DQi�1=2;j

h i
� 1ffiffiffiffiffiffi

Gij

p Dt
Dx2

A�
2 DQi;jþ1=2 þAþ

2 DQi;j�1=2

h i
� 1ffiffiffiffiffiffi

Gij

p Dt
Dx1

eF 1

iþ1=2;j � eF 1

i�1=2;j

h i
� 1ffiffiffiffiffiffi

Gij

p Dt
Dx2

eF 2

i;jþ1=2 � eF 2

i;j�1=2

h i
; ð8Þ



636 J.A. Rossmanith / Journal of Computational Physics 213 (2006) 629–658
whereA�
1 DQ and A�

2 DQ are first-order fluctuations and eF 1
and eF 2

are second-order corrections. The strategy
of the wave propagation method is then to construct all these terms by solving locally valid, one-dimensional,
linearized Riemann problems at each cell interface. For example, the 1D Riemann problem at the cell edge
ðx1i�1=2; x

2
j Þ can be written as:
o

ot

ffiffiffiffi
G

p
q

� �
þ eA1

i�1=2;j

o

ox1
q ¼ 0; ð9Þ

qðx1; t ¼ 0Þ ¼
Qn

i�1;j if x1 < x1i�1=2;

Qn
ij if x1 > x1i�1=2;

(
ð10Þ
where
eA1

i�1=2;j �
of 1

oq
ðqð~xi�1=2;j; tÞ;~xi�1=2;jÞ ð11Þ
is an approximate flux Jacobian that is considered to be constant in the Riemann problem. Under the
assumption that Eq. (9) is hyperbolic (i.e., eA1

has all real eigenvalues and a complete set of eigenvectors),
then the exact solution to (9) and (10) is a set of left and right traveling waves [39]. Fluctuation Aþ

1 DQ
(A�

1 DQ) is a sum over all the right (left) traveling waves. With only these fluctuations, update (8) is only
first-order accurate and stable up to Courant number 1/2. Corrections eF 1

and eF 2
contain additional terms

that are built from the solution to Riemann problems such as (9) and (10). A key feature of these cor-
rections is that because the detailed solution to the linearized Riemann problem is known, we can apply
standard total variation diminishing (TVD) limiters to each wave family. This allows us to dynamical
switch between a first-order accurate (diffusive) update in regions where the solution has a large gradient
(strong waves) and a second-order accurate (dispersive) update in regions where the solution is smooth
(weak waves). eF 1

and eF 2
also contain multidimensional corrections that are obtained from solving addi-

tional linearized Riemann problems called transverse Riemann problems. These corrections avoid the need
for dimensional splitting, yet still produce an update that is stable up to Courant number one. See LeVe-
que [37] for more details on all these terms.

The RBL wave propagation method follows the strategy outlined above with two important modifica-
tions. First, instead of solving linearized Riemann problem (9) and (10) at cell interfaces, RBL solve
simpler orthonormal (Cartesian) Riemann problems. The orthonormal Riemann problem has a simpler
solution structure, since all metric terms disappear in this description (i.e., the metric tensor becomes
the identity matrix). The lost geometric scalings that must be included in the final solution are encoded
in orthonormalization and de-orthonormalization pre- and post-processing steps. Second, prior to solving
these orthonormal Riemann problems, vectors that are defined at cell centers are moved into a reference
frame defined on the cell edge using a geometric concept known as parallel transport. RBL showed
that parallel transport yields a natural discretization of the geometric source terms that removes the
need for operator splitting on these terms. Using this strategy, the RBL scheme has the following pro-
perties:

1. The scheme is second-order accurate for smooth solutions and first-order accurate and non-oscillatory in
the vicinity of discontinuities.

2. The scheme locally conserves mass, although small conservation errors will occur across grid boun-
daries when using Method 2 (described in previous section) to handle boundary conditions across grid
patches.

3. If the scheme is used to update an equation with M variables on an N · N grid, the cost of the RBL algo-
rithm is OðM2N 2Þ at each time step.

4. The scheme is stable up to a Courant number of one and makes use of transverse Riemann solvers in order
to avoid dimensional splitting.

The reader is directed to the paper of RBL [51] for a detailed explanation of all of the above points.
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4.2. Passive tracer advection on the sphere

The first equation that we consider solving on the sphere is the advection equation. This PDE models the
flow of a passive tracer along a prescribed velocity field. In generalized coordinates the advection equation can
be written as
o

ot

ffiffiffiffi
G

p
q

� �
þ

ffiffiffiffi
G

p
u1

o

ox1
qþ

ffiffiffiffi
G

p
u2

o

ox2
q ¼ 0; ð12Þ
where qð~x; tÞ is the passive tracer concentration, ~uð~x; tÞ ¼ ðu1; u2Þ is the velocity represented in the coordinate
basis of (x1,x2). If the velocity is non-divergent, then
ffiffiffiffi

G
p

~r �~u ¼ o

ox1
ffiffiffiffi
G

p
u1

� �
þ o

ox2
ffiffiffiffi
G

p
u2

� �
¼ 0. ð13Þ
In this case, the passive tracer is conserved and one can define a streamfunction, w, such that
ffiffiffiffi
G

p
u1 ¼ ow

ox2
and

ffiffiffiffi
G

p
u2 ¼ � ow

ox1
. ð14Þ
Before describing the numerical discretization, we note that although the focus of this section is on advection
in a non-divergent velocity field, all the ideas presented here can readily be extended to the general case.

4.2.1. Numerical treatment

Because advection can be described entirely by two scalar functions, qð~x; tÞ and wð~x; tÞ, the BLR wave prop-
agation scheme for approximately solving this equation simplifies greatly. On the other hand, some heed must
be paid to condition (13). The numerical strategy for this equation is described below.

Eq. (12) along with constraint (13) is equivalent to a conservation law for q, and therefore, a reasonable
requirement for a numerical discretization of this system is that the overall update be conservative. If the equa-
tion is solved in advective form (12), then conservation is tantamount to requiring that the velocity on the
numerical grid satisfies an appropriate discrete version of constraint (13). LeVeque [36] introduced a wave
propagation algorithm with these properties, and in this section we will extend his method to advection on
a general curved manifold M.

The key to satisfying a discrete non-divergent condition is to introduce a staggered velocity field and
streamfunction. Following LeVeque [36], we use the following grid staggering (see Fig. 5(a)):
at Cell Centers : Qn
ij;

at Cell Corners : wnþ1=2
i�1=2;j�1=2;

at Left=Right Edges : ½u1�nþ1=2
i�1=2;j;

at Top=Bottom Edges : ½u2�nþ1=2
i;j�1=2.
We note that the streamfunction and velocity values are also staggered in time; this is necessary for full
second-order accuracy if the velocity field is time dependent (see LeVeque [36]). Note that we can easily
evaluate w at t = tn+1/2, since we are assuming that this is a prescribed function. The velocity components
u1 and u2 are obtained by differencing the streamfunction:
ffiffiffiffi
G

p
u1

� �nþ1=2

i�1=2;j
¼
wnþ1=2

i�1=2;jþ1=2 � wnþ1=2
i�1=2;j�1=2

Dx2
; ð15Þ

ffiffiffiffi
G

p
u2

� �nþ1=2

i;j�1=2
¼
wnþ1=2

i�1=2;j�1=2 � wnþ1=2
iþ1=2;j�1=2

Dx1
. ð16Þ
With these definitions, the following discrete divergence-free condition is satisfied in each grid cell:
ð
ffiffiffiffi
G

p
u1Þnþ1=2

iþ1=2;j �
ffiffiffiffi
G

p
u1

� �nþ1=2

i�1=2;j

Dx1
þ

ffiffiffiffi
G

p
u2

� �nþ1=2

i;jþ1=2
�

ffiffiffiffi
G

p
u2

� �nþ1=2

i;j�1=2

Dx2
¼ 0. ð17Þ



Fig. 5. (a) Grid staggering for advection on a logically Cartesian grid. The streamfunction (w) is placed at cell corners, the velocity
components (u1 and u2), which are computed by differencing the streamfunction, are located at cell edges, and the concentration (Q) is
located at cell centers. (b) Two layers of ghost cells are required in the wave propagation method in order to compute and limit the fluxes at
grid boundaries. When transverse corrections are included the ‘‘corner ghost cells’’ also actively contribute to the solution on the interior.
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Using the above definitions of the discrete velocity field, the fluctuations and second-order corrections that are
required in update formula (8) take on the following form:
A�
1 DQi�1=2;j ¼

ffiffiffiffi
G

p
u1

� �nþ1=2

i�1=2;j

� ��
Qn

ij � Qn
i�1;j

� �
;

A�
2 DQi;j�1=2 ¼

ffiffiffiffi
G

p
u2

� �nþ1=2

i;j�1=2

� ��
Qn

ij � Qn
i;j�1

� �
;

eF 1

i�1=2;j ¼
1

2

ffiffiffiffi
G

p
u1

� �nþ1=2

i�1=2;j

���� ���� 1� Dt
Dx1

ffiffiffiffi
G

p
u1

� �nþ1=2

i�1=2;j

���� ����	 

Qn

ij � Qn
i�1;j

� �
/ðhi�1=2;jÞ;

eF 2

i;j�1=2 ¼
1

2

ffiffiffiffi
G

p
u2

� �nþ1=2

i;j�1=2

���� ���� 1� Dt
Dx2

ffiffiffiffi
G

p
u2

� �nþ1=2

i;j�1=2

���� ����	 

Qn

ij � Qn
i;j�1

� �
/ðhi;j�1=2Þ;
where /(h) is a TVD (total variation diminishing) wave limiter function, h is a measure of the local smooth-
ness, and
½X �þ � maxðX ; 0Þ and ½X �� � minðX ; 0Þ. ð18Þ

In this work, we make use the van Leer limiter function [60];
/ðhÞ ¼ hþ jhj
1þ jhj ;
we refer the reader to LeVeque [39] and the references therein to a complete discussion of TVD wave limiters.
In order to improve the accuracy and stability of this update, transverse corrections, which eliminate the need
for dimensional splitting must also be incorporated into the eF ’s (see [36,37,39]).

Under the assumption that the staggered velocities are computed from definitions (15) and (16), one can
show that the wave propagation update described above is formally second-order accurate for smooth solu-
tions, numerically conservative, and stable under the CFL condition
max ju1j Dt
Dx1

; ju2j Dt
Dx2

	 

< 1; ð19Þ
where |u1| and |u2| are the maximum velocity components on the computational grid at time level t = tn+1/2

[36,39].
Finally, we note that a similar second-order method for advection was introduced by Hubbard and

Nikiforakis [30]. Their method differs from the one presented here in that they solve Eq. (12) in flux form,
use dimensional splitting, and solve on a longitude–latitude grid. Furthermore, Hubbard and Nikiforakis
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considered advection in three-dimensions with adaptive mesh refinement (AMR), while we restrict ourselves to
advection confined to the surface of the sphere and do not include AMR. Both of these extensions will be the
focus of future work.

4.2.2. Boundary conditions

Because the advection of a passive tracer in an incompressible velocity field is described entirely by three
scalar functions, q, w, and

ffiffiffiffi
G

p
, boundary conditions between grid patches can be handled by directly copying

these three functions at the appropriate spatial locations from one grid into the ghost cells of its neighbor. We
note that the orientation from one grid patch to another may not be the same.

In order to obtain a stable and accurate wave propagation method, two layers of ghost cells are required.
The inner layer is used to compute fluctuations and unlimited second-order corrections on the boundary, while
the outer layer is used to limit the second-order corrections on the boundary. When the transverse corrections
of LeVeque [36,37] are introduced, in addition to these two layers of ghost cells we also need ghost cells at grid
patch corners (see Fig. 5(b)). These corner cells are needed because in a single time step normal Riemann prob-
lems cause the corners to influence adjacent ghost cells, but transverse Riemann solvers take these modifica-
tions into the physical domain. Note that with the direct copying strategy, the regular ghost cells from the left
and right match up exactly with the regular ghost cells from the top and bottom (see Fig. 3(a)); in other words,
the ‘‘corner ghost cells’’ have zero area. Because of this, information from the left layer of ghost cells, for
example, can propagate directly into the top and bottom layers of ghost cells, which through the transverse
corrections will then affect the solution in the interior. In practice we account for these corner contributions
in the following way.

1. In the loop during which fluxes in the 1-direction are being computed (i.e., A�
1 DQ and eF 1

), we set:
Q0;0 ¼ Q0;1 ðLower-left cornerÞ;
Q0;mþ1 ¼ Q0;m ðUpper-left cornerÞ;
Qmþ1;0 ¼ Qmþ1;1 ðLower-right cornerÞ;
Qmþ1;mþ1 ¼ Qmþ1;m ðUpper-right cornerÞ.
2. In the loop during which fluxes in the 2-direction are being computed (i.e., A�
2 DQ and eF 2

), we set:
Q0;0 ¼ Q1;0 ðLower-left cornerÞ;
Q0;mþ1 ¼ Q1;mþ1 ðUpper-left cornerÞ;
Qmþ1;0 ¼ Qm;0 ðLower-right cornerÞ;
Qmþ1;mþ1 ¼ Qm;mþ1 ðUpper-right cornerÞ;
where m is the number of points in either direction in the interior of the grid. In words, the above procedure
says that the solution values in the computational corner cells are set to the solution values in one of the two
cells immediately next to it; which cell is chosen depends on whether a 1-sweep or a 2-sweep is being carried
out. A similar procedure also has to be applied to the square root of the determinant of the metric,

ffiffiffiffi
G

p
, and

the streamfunction, w. This approach guarantees that the overall method is globally conservative and stable
under CFL condition (19).
4.3. Shallow water flow on the sphere

The shallow water equations were first introduced by Saint-Venant as a model for river flow [13]. These
equations can be derived from the Navier–Stokes equations by assuming that the fluid is inviscid, hydrostat-
ically balanced in the vertical direction, and of constant density [46]. Although the constant density assump-
tion is not realistic for large-scale oceanic and atmospheric flows, these equations are often used as a test
problem for global circulation codes [61]. In generalized coordinates the shallow water system can be written
as



640 J.A. Rossmanith / Journal of Computational Physics 213 (2006) 629–658
o

ot

h

hu1

hu2

264
375þ 1ffiffiffiffi

G
p o

oxk
ffiffiffiffi
G

p huk

T1k

T2k

264
375

0B@
1CA ¼ WC þWB þ

0

�C1
ijT

ji

�C2
ijT

ji

264
375; ð20Þ
where h is the thickness of the shallow water layer, ~u ¼ ðu1; u2Þ is the fluid velocity, g is the gravitational
constant, and ~WC and ~WB are the source terms due to the Coriolis force and variable bottom topography,
respectively. The components of the momentum tensor are
Tij ¼ huiuj þ 1

2
gh2Gij. ð21Þ
In component form, the Coriolis source term can be written as
WC ¼ fffiffiffiffi
G

p
0

G12hu
1 þ G22hu

2

�G11hu
1 � G12hu

2

264
375; ð22Þ
where f = 2X sin(h) is Coriolis parameter and X is the Earth�s angular velocity. The source term due to a var-
iable bottom topography can be written in component form as follows:
WB ¼ WB;1 þWB;2 ¼ �gh

0

G11 ob
ox1

G12 ob
ox1

264
375� gh

0

G12 ob
ox2

G22 ob
ox2

264
375; ð23Þ
where b = b(k,h) describes the bottom topography (i.e., mountains). The reason that WB is split into WB,1 and
WB,2 is explained below in the section on numerical treatment.

4.3.1. Numerical treatment

The curved manifold wave propagation method described in Section 4.1 updates the solution by solving
orthonormal Riemann problems; the orthonormal form of the shallow water equations are
o

ot

h

hu1̂

hu2̂

264
375þ o

oxk̂

huk̂

hu1̂uk̂ þ 1
2
gh2d1k̂

hu2̂uk̂ þ 1
2
gh2d2k̂

2664
3775 ¼ 0; ð24Þ
where we have momentarily ignored the Coriolis and the topographic source terms, uk̂ denotes the kth com-
ponent of ~u after orthonormalization, and dij is the Cartesian metric:
dij ¼
1 if i ¼ j;

0; otherwise.

�

The eigenvalues of the linearized flux Jacobian in the 1̂-direction are given by:
k1;3 ¼ �u1̂ �
ffiffiffiffiffi
g�h

q
ðGravity wavesÞ;

k2 ¼ �u1̂ ðRossby waveÞ;
where the Roe averages are (see pp. 320–322 of LeVeque [39] for a detailed derivation)
�h � 1

2
ðhl þ hrÞ; �u1̂;2̂ �

ffiffiffiffi
hl

p
u1̂;2̂l þ

ffiffiffiffi
hr

p
u1̂;2̂rffiffiffiffi

hl
p

þ
ffiffiffiffi
hr

p .
The eigenvectors of the linearized flux Jacobian can also be readily computed, and are given, for example,
on p. 481 of LeVeque [39]. Note that geometric scalings in the eigenvalues and eigenvectors are accounted
for through the de-orthonormalization procedure that must be applied in the RBL wave propagation
method.
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As described in Section 4.1, the action of parallel transport provides a mechanism for discretizing the geo-
metric source term. The Coriolis force term, on the other hand, is handled by using Strang operator splitting
to split the Coriolis term from the rest of Eq. (20). The operator splitting approach leads to the following Cori-
olis force ODE that must be solved twice in each time step [39]:
o

ot
hu1

hu2

" #
¼ fffiffiffiffi

G
p G12hu

1 þ G22hu
2

�G11hu
1 � G12hu

2

" #
.

We solve this linear ODE exactly. Finally, the topographic source term is handled by splitting WB into WB,1

and WB,2 (see above), and then incorporating these two pieces into normal Riemann problems using the strat-
egy of Bale et al. [3]; WB,1 is incorporated into the 1-direction Riemann problems and WB,2 into the 2-direction
Riemann problems.
4.3.2. Boundary conditions

The boundary conditions for hyperbolic systems are applied using Method 2 as described in Section 3.2.
One-dimensional linear interpolation along great circles is required in order to get information from neigh-
boring grids into the ghost cells of the current grid. Two layers of ghost cells are used; the inner layer is
required for computing fluxes, while the outer layer is used to limit these fluxes. Unlike Method 1, Method
2 for the boundary conditions does not require any special treatment of the corner ghost cell. We note
that this procedure does not in general guarantee (mass) conservation across internal boundaries. Simple
fixes can be implemented to overcome this loss of conservation, but we have found that such procedures
can generate noise at the internal boundaries. We will show in this section that the loss of conservation
neither degrades the accuracy of the overall method, nor does it affect the shock-capturing ability of
the method.
4.4. Shallow water MHD on the non-rotating sphere

The shallow water magnetohydrodynamic (SMHD) equations were introduced by Gilman [20] as a model
for the solar tachocline. This system is a simplification of the ideal magnetohydrodynamic (MHD) equations
and describes the dynamics of a thin, constant density, quasi-neutral plasma layer that is hydrostatically bal-
anced in the radial direction. SMHD is the ideal MHD analog of the shallow water equations. In generalized
coordinates the system can be written as
o

ot

h

hu1

hu2

hB1

hB2

26666664

37777775þ 1ffiffiffiffi
G

p o

oxk
ffiffiffiffi
G

p

huk

T1k

T2k

hukB1 � hu1Bk

hukB2 � hu2Bk

26666664

37777775

0BBBBBB@

1CCCCCCA ¼

0

�C1
ijT

ji

�C2
ijT

ji

0

0

26666664

37777775; ð25Þ
where h is the thickness of the plasma layer,~u ¼ ðu1; u2Þ is the fluid velocity, ~B ¼ ðB1;B2Þ is the magnetic field,
and g is the gravitational constant. The components of the momentum tensor are
Tij ¼ huiuj � hBiBj þ 1

2
gh2Gij. ð26Þ
Note that for system (25) a geometric source term appears only in the momentum equation; this is due to the
fact that the magnetic field tensor has zeros along the diagonal and is anti-symmetric:
Bij � huiBj � hujBi ) Bii ¼ 0 and Bij ¼ �Bji.
4.4.1. Numerical treatment
The orthonormal form of the SMHD equations are
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o
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hu1̂
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hB1̂

hB2̂

26666664

37777775þ o

oxk̂

huk̂

hu1̂uk̂ � hB1̂Bk̂ þ 1
2
gh2d1k̂

hu2̂uk̂ � hB2̂Bk̂ þ 1
2
gh2d2k̂
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huk̂B2̂ � hu2̂Bk̂

266666664

377777775
¼ 0; ð27Þ
where uk̂ denotes the kth component of~u after orthonormalization and dij is the Cartesian metric. The eigen-
values of the linearized flux Jacobian in the 1̂-direction are given by:
k1;5 ¼ �u1̂ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�B1̂Þ2 þ g�h

q
ðMagnetogravity wavesÞ;

k2;4 ¼ �u1̂ � �B1̂ ðAlfv�en wavesÞ;
k3 ¼ �u1̂ ðDivergence waveÞ;
where the Roe averages are (see the appendix of De Sterck [54] for a detailed derivation)
�h � 1

2
ðhl þ hrÞ; �u1̂;2̂ �

ffiffiffiffi
hl

p
u1̂;2̂l þ

ffiffiffiffi
hr

p
u1̂;2̂rffiffiffiffi

hl
p

þ
ffiffiffiffi
hr

p ; �B1̂;2̂ �
ffiffiffiffi
hl

p
B1̂;2̂
l þ

ffiffiffiffi
hr

p
B1̂;2̂
rffiffiffiffi

hl
p

þ
ffiffiffiffi
hr

p .
The eigenvectors of the linearized flux Jacobian can also be readily computed, and are given, for example, in
the Appendix of De Sterck [54]. Note that geometric scalings in the eigenvalues and eigenvectors are ac-
counted for through the de-orthonormalization procedure that must be applied in the RBL wave propagation
method.

4.4.2. Divergence-free constraint

In addition to system (25), the magnetic field must satisfy a divergence-free condition as required by Max-
well�s equations; this constraint comes about because magnetic monopoles have never been found either in
nature or in the laboratory [32]. For the shallow water MHD equations the correct divergence-free condition
can be obtained by depth-averaging the usual divergence-free constraint from Maxwell�s equations and apply-
ing the appropriate boundary conditions at z = 0 and z = h [54]. The result of this process is the following
constraint:
ffiffiffiffi

G
p

~r � ðh~BÞ ¼ o

ox1
ffiffiffiffi
G

p
hB1

� �
þ o

ox2
ffiffiffiffi
G

p
hB2

� �
¼ 0; ð28Þ
which must be satisfied for all space and time.
It can be easily shown that any exact solution of the original SMHD system (25) will automatically satisfy

constraint (28) provided that the initial condition also satisfies (28) (see for example Tóth [55]). Numerical
solutions to SMHD, however, are not exact, and in general only satisfy the divergence-free constraint to
the truncation error of the numerical scheme. Brackbill and Barnes [10] showed that this numerical error
can lead to inaccuracies in the momentum flux, which can strongly contaminate the overall solution; this
observation has been confirmed in many subsequent papers. A variety of numerical approaches have been
introduced in order to avoid this problem; see Tóth [55] and references therein for a review of these methods.

In this work we make use of the constrained transport of [50], which was originally designed for ideal
MHD. This method is referred to as the MPACT scheme (Magnetic Potential Advection Constrained Transport),
and is an unstaggered variant of the original constrained transport method developed by Evans and Hawley
[14]. MPACT is built on first introducing a magnetic potential, A, which is related to the magnetic field in the
following way:
h~B ¼ r� ð0; 0;AÞT ¼ 1ffiffiffiffi
G

p
oA
ox2

� oA
ox1

" #
. ð29Þ
Note that only the radial component of the magnetic potential is dynamically important. Rewriting the evolu-
tion equation for the magnetic field in terms of the magnetic potential produces the following scalar equation:
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oA

ot
þ X ¼ 0; ð30Þ
where X is the radial component of the electric field and satisfies Ohm�s law [32];
X ¼ ðh~B�~uÞ � r̂ ¼
ffiffiffiffi
G

p
ðhB1u2 � hB2u1Þ. ð31Þ
Combining (29)–(31) gives the following magnetic potential advection equation:
oA

ot
þ u1

oA

ox1
þ u2

oA

ox2
¼ 0. ð32Þ
This equation is linear, scalar, and hyperbolic, but in general it is not a conservation law. Although Eq. (32)
can be made into a conservation law for the quantity

ffiffiffiffi
G

p
hA, we opt for the non-conservative formulation

because A is guaranteed to be continuous, while
ffiffiffiffi
G

p
hA may be discontinuous.

The idea behind the MPACT scheme is to solve Eq. (32) directly and obtain a divergence-free magnetic field
by finite differencing the resulting magnetic potential. A key ingredient is the use of specially designed limiters
that produce a non-oscillatory magnetic field during the time update for the magnetic potential. We omit the
details of the limiting procedure here, and instead refer the reader to [50]. A single time step in the MPACT

scheme can be broken down into the following four steps [50]:

Step 1. Solve SMHD system (25): ðhn; h~un; h~BnÞ ! ðhnþ1; h~unþ1; h~B
IÞ; (Note: the quantity h~B

I

is not diver-
gence-free and is discarded.)

Step 2. Time average the velocity field: ~unþ1=2 ¼ 1
2
ð~un þ~unþ1Þ.

Step 3. Solve magnetic potential equation (32) with ~unþ1=2 : An ! Anþ1.
Step 4. Update the magnetic field:
½hB1�nþ1
ij ¼

Anþ1
i;jþ1 �Anþ1

i;j�1

2
ffiffiffiffiffiffi
Gij

p
Dx2

and ½hB2�nþ1
ij ¼

Anþ1
i�1;j �Anþ1

iþ1;j

2
ffiffiffiffiffiffi
Gij

p
Dx1

.

This approach guarantees that the following discrete divergence is identically zero:
ffiffiffiffiffiffi
Gij

p
½ ~r � ðh~BÞ�nþ1

ij �
ffiffiffiffiffiffiffiffiffiffiffi
Giþ1;j

p
½hB1�nþ1

iþ1;j �
ffiffiffiffiffiffiffiffiffiffiffi
Gi�1;j

p
½hB1�nþ1

i�1;j

2Dx1
þ

ffiffiffiffiffiffiffiffiffiffiffi
Gi;jþ1

p
½hB2�nþ1

i;jþ1 �
ffiffiffiffiffiffiffiffiffiffiffi
Gi;j�1

p
½hB2�nþ1

i;j�1

2Dx2
¼ 0.
We note that in this method there is no grid staggering and the only averaging required in the numerical up-
date is the temporal averaging in Step 2. Details on how Step 3 is carried out can be found in [50]. In [50] this
method is shown to produce second-order accuracy for smooth solutions (in all the computed variables, in
both space and time) and non-oscillatory solutions near shock waves. Although the results of [50] focused only
on the ideal MHD equations on Cartesian grids, we demonstrate in this work that the MPACT also works well
for the SMHD equations on the sphere.

4.4.3. Boundary conditions

For the SMHD equations, we again make use of the interpolation approach of Method 2 (see Section 3.2),
which was also used for the shallow water equations (see Section 4.3). However, there are two main differences
between the shallow water and the SMHD implementation of the boundary conditions. First, the MPACT scheme
as described above requires three different applications of the boundary conditions during one time step:

1. BCs on ðh; h~u; h~BÞn then Step 1,
2. BCs on ~unþ1 then Step 2 and Step 3,
3. BCs on Anþ1 then Step 4.

Second, in order to get an accurate representation of the magnetic field, we require that all the magnetic
potential values that are used in Step 4 have been updated with limited second-order corrections in Step 3.
This can only be achieved if a third layer of ghost cells is added to each of the six cubed sphere grids, since
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we need the magnetic potential in the first layer of ghost cells. We note that these additional considerations
add very little to the overall cost of the method, since boundary conditions require only OðNÞ operations
on an N · N · 6 grid.

5. Numerical examples

In this section, the proposed numerical method is validated on several test problems for the advection, shal-
low water, and SMHD equations. Relative errors in these test problems are measured using the following
definitions:
L1 �
I jQn

ij � Xn
ijj

� �
I jXn

ijj
� � ; L2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I ðQn

ij � Xn
ijÞ

2
� �
I X n

ij

� �2
	 


vuuuut ; L1 �
max
i;j;m

jQn
ij � Xn

ijj

max
i;j;m

jXn
ijj

;

where Q is the numerical approximation, X is the exact solution sampled on the numerical grid, and
IðQÞ �
X6

m¼1

XN
i¼1

XN
j¼1

Qn
ij

ffiffiffiffiffiffi
Gij

ph i
m
; ð33Þ
where m is the grid patch index.

5.1. Advection of a cosine bell

We first consider the solid rotation test case suggested by Williamson et al. [61] (Problem #1). For this
problem, the streamfunction is set for solid body rotation around the sphere at an angle of a with respect
to the equatorial plane;
wðk; h; aÞ ¼ 2pðcosðaÞ sinðhÞ � sinðaÞ cos k� p
4

� �
cosðhÞÞ; ð34Þ
where coordinate components of the velocity are computed through Eqs. (15) and (16). Note that our defini-
tions of uk differs from the definition of the same quantity in Williamson et al. [61] by a factor of cos(h); this is
due to the fact that we are taking our velocity components to be components in a coordinate basis. The
magnitude of the velocity field has been chosen so that after one unit of time, the initial condition has made
one full revolution around the unit sphere. The initial concentration in spherical coordinates is given by:
qðk; hÞ ¼
0:5ð1þ cosð3psÞÞ if s < 1=3;

0; otherwise;

�

where s = dist(k,h,�p/4,0), meaning that the initial condition is centered at the point (k,h) = (�p/4,0) on the
equator. Since the exact solution to this problem is smooth, we will use it to verify the order of accuracy of the
method.

The results of numerical convergence studies for a = 90� (advection over the poles) and a = 45� (advection
through the corners) are shown in Tables 2 and 3, respectively. Second-order accuracy in the relative L1, L2,
and L1 norms is evident for both examples. Shown in Fig. 6 are contour plots of the solution with four
different grid resolutions for the a = 45� example. Shown in each plot are equally spaced contour lines from
q = 0 to q = 0.9; dashed lines represent the initial condition and solid lines represent the solution at t = 5.
These plots show that even after five full trips around the sphere, through four of the eight corner points
on each trip, and along two interfaces on each trip, the solution remains accurate. No spurious oscillations
are present and no noise is generated from the corners or internal boundaries.

5.2. Advection of a discontinuous pattern

Next we consider the problem of advecting a discontinuous profile. The initial condition for this problem is
the following ‘‘target’’ profile:



Table 2
Convergence study for Williamson et al. [61] Test Case 1 – advection of a cosine bell

Grid Error at t = 1 Error at t = 5

L1 L2 L1 L1 L2 L1

20 2.48e � 1 1.96e � 1 1.83e � 1 6.68e � 1 4.81e � 1 4.87e � 1
40 5.70e � 2 4.62e � 2 4.57e � 2 1.97e � 1 1.54e � 1 1.41e � 1
80 1.47e � 2 1.20e � 2 1.48e � 2 5.60e � 2 4.51e � 2 4.00e � 2
160 3.77e � 3 3.22e � 3 6.26e � 3 1.61e � 2 1.28e � 2 1.51e � 2

Order 2.01 1.97 1.62 1.80 1.75 1.69

Shown are the relative errors after one and five revolutions with solid body rotation at an angle of a = 90� to the equator. The orders of
accuracy are obtained from a least squares fit through the data.

Table 3
Convergence study for Williamson et al. [61] Test Case 1 – advection of a cosine bell

Grid Error at t = 1 Error at t = 5

L1 L2 L1 L1 L2 L1

20 5.02e � 1 4.01e � 1 4.62e � 1 1.01e + 0 6.87e � 1 7.26e � 1
40 1.12e � 1 1.07e � 1 1.76e � 1 3.99e � 1 3.31e � 1 4.13e � 1
80 2.12e � 2 2.23e � 2 5.85e � 2 8.37e � 2 7.74e � 2 1.36e � 1
160 4.77e � 3 5.32e � 3 1.96e � 2 1.72e � 2 1.67e � 2 4.19e � 2

Order 2.28 2.16 1.58 2.27 2.25 1.65

Shown are the relative errors after one and five revolutions with solid body rotation at an angle of a = 45� to the equator. The orders of
accuracy are obtained from a least squares fit through the data. In this table, the N = 20 errors have been excluded in calculating the orders
of accuracy.
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qðk; hÞ ¼
1 if distðk; h;�p=4; 0Þ < 0:4;

1 if 0:72 < distðk; h;�p=4; 0Þ < 1:12;

0; otherwise;

8><>:

which is again centered on the point (k,h) = (�p/4,0) on the equator. The velocity field is again set to solid
body rotation; for this problem we choose a = 0 for rotation parallel to the equator. Note that choosing
a = 90� would produce the same results. This initial condition is chosen so that the inner ‘‘circle’’ does not
interact with the corner points, but the outer ‘‘ring’’ does. The gap between the circle and the ring will give
an indication of how much numerical diffusion is introduced by the method. The solution on an
80 · 80 · 6 grid is shown in Fig. 7 at time t = 0 and t = 5 (after five full rotations). In particular, displayed
are pseudo-color plots of the solution (Fig. 7(a) and (c)), as well radial scatter plots of all the data points
as measured from the center of the target pattern (Fig. 7(b) and (d)). These plots show that the proposed
method accurately maintains the profile after five revolutions.

5.3. Steady-state geostrophic flow

For the first shallowwater test problem, we consider the steady-state geostrophic flow problem ofWilliamson
et al. [61] (Problem #2). For this example, we take the characteristic time scale to be one day (86,400 s), and
the characteristic length scale to be the radius of the Earth (6,371,220 m). The non-dimensional gravitational
constant and rotational rate take on the following values:
g ¼ 9:80616 m s�2
� � ð86; 400 sÞ2

ð6; 371; 220 mÞ � 11; 489:57;

X ¼ ð86; 400 sÞð7:292� 10�5 s�1Þ � 6:300288.



Fig. 6. Williamson et al. [61] Test Case 1 – advection of a cosine bell with a = 45�. Shown in these plots are 10 equally spaced contours of
concentration from 0 to 0.9 of the initial profile (dashed lines) as well as the solution after five full revolutions (solid lines). The different grid
resolutions shownare (a) 20 · 20 · 6, (b) 40 · 40 · 6, (c) 80 · 80 · 6, and (d) 160 · 160 · 6. Shown inpanel (e) is aplotof the relativeL1,L2, and
L1 errors as a function of time for the first revolution. The x and y axes in all of these plots are the longitude and latitude, respectively.

646 J.A. Rossmanith / Journal of Computational Physics 213 (2006) 629–658
Unless otherwise noted, we will continue to use these non-dimensional parameters for the remainder of the
shallow water examples.

In this test problem, the axis of rotation is tilted relative to the vertical axis by an angle a; this yields the
following Coriolis parameter:
f ¼ 2Xðsin h cos a� cos h cos k sin aÞ.

The initial condition for this problem is the geostrophic solution, which is an exact balance between the pres-
sure gradient and the Coriolis force [46]. The non-dimensional height and coordinate velocities for this solu-
tion can be written as follows:



Fig. 7. Advection of a discontinuous profile along the equator with a grid resolution of 80 · 80 · 6. Shown in these plots are (a) the initial
concentration profile on the sphere, (b) a scatter plot of the initial profile, (c) the profile after 5 full revolutions on the sphere, (d) a scatter
plot of the profile after 5 full revolutions, and (e) a plot of the relative L1 and L2 errors as a function of time. The black lines in plots (a)
and (c) denote internal boundaries of the cubed sphere grid.
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h ¼ h0 �
Xu0
g

þ u20
2g

	 

f
2X

	 
2

;

uk ¼ u0ðcos aþ cos k tan h sin aÞ;
uh ¼ �u0 sin k sin a;
where h0 = 4.7057 · 10�4 and u0 = p/6 (1 full rotation after 12 days). Note that our definitions of uk differs
from the definition of the same quantity in Williamson et al. [61] by a factor of cos(h); this is due to the fact
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that we are taking our velocity components to be components in a coordinate basis. The goal of this test case is
to determine how accurately the geostrophic steady-state is maintained.

In Table 4, we show the results of the proposed method in the case where a = 45�. In this example, the
method is run out to five days (t = 5) using four different grid resolutions: N · N · 6, where N = 20, 40, 80,
160. The relative L1, L2, and L1 norm errors are shown in these tables and second-order accuracy is evident
in all three norms.

Before moving on to the next example, we would like to point out the contrast between the current results
and the convergence studies of Blikberg [8]. Blikberg made use of variant of the wave propagation method
presented in this work in conjunction with a standard longitude–latitude grid. On this grid significant noise
was generated near the poles, and subsequently no convergence was seen in the 1-norm. Blikberg went on
to speculate that the wave propagation method applied on a more evenly spaced grid would produce more
accurate results; the results of the current study confirm this observation.

5.4. Steady-state geostrophic flow with compact support

Problem #3 from Williamson et al. [61] again involves simulating a geostrophically balanced flow, but this
time with a height field that has compact support.

The initial height and coordinate velocities are as follows:
Table
Conve

Grid

20
40
80
160

Order

All of
least s

Table
Conve

Grid

20
40
80
160

Order

All of
least s
h ¼ h0 �
1

g

Z h0

�p=2
ð2X sinðsÞlðsÞ þ l2ðsÞ tanðsÞÞds;

u1; u2
� �

¼ 1ffiffiffiffi
G

p ow
ox2

;� 1ffiffiffiffi
G

p ow
ox1

	 

;

where h0 = 4.7057 · 10�4. In the numerical code, the above integrals and derivatives are computed to high
accuracy using Gaussian quadrature and fourth-order finite difference operators. The expressions for l(h)
and w(k,h) can be obtained from the description of Test Case #3 in Williamson et al. [61]. A convergence study
is presented in Table 5 with a = 60�. The convergence rates in the L2 and L1 norms are slightly lower than
4
rgence study for Williamson et al. [61] Test Case 2 – steady-state geostrophic flow

L1 error L2 error L1 error

4.99e � 3 5.37e � 3 8.80e � 3
9.96e � 4 1.11e � 3 2.65e � 3
2.22e � 4 2.52e � 4 6.95e � 4
5.22e � 5 6.02e � 5 2.13e � 4

2.19 2.16 1.80

the errors listed here are relative errors in h and are computed at time t = 5 with a = 45�. The orders of accuracy are obtained from a
quares fit through the data.

5
rgence study for Williamson et al. [61] Test Case 3 – steady-state geostrophic flow with compact support

L1 error L2 error L1 error

3.53e � 3 4.96e � 3 2.39e � 2
7.64e � 4 1.13e � 3 8.78e � 3
1.72e � 4 2.77e � 4 3.17e � 3
6.43e � 5 1.86e � 4 2.92e � 3

1.95 1.62 1.02

the errors listed here are relative errors in h and are computed at time t = 5 with a = 60�. The orders of accuracy are obtained from a
quares fit through the data.
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those found in the previous example (Williamson et al. Problem #2). We have found that most of the error
occurs in regions where the velocity magnitude should be analytically zero and the height should be constant;
since the geostrophic balance is not exactly preserved by the numerical scheme, spurious flow is generated in
these regions. Despite this fact, the errors in all norms are comparable to the errors found in the previous test
case and the convergence rates in the L1 and L2 norms are essentially second order.

5.5. Forced non-linear system with a translating low

Problem #4 from Williamson et al. [61] involves simulating the advection of a localized disturbance on top
of on a horizontal jet stream. The flow is known analytically; however, it is not a solution to the shallow water
equations. Therefore, an additional forcing is applied to the shallow water equations so that the prescribed
flow is an exact solution. If we define the following quantity:
Fig. 8.
on day
errors
contou
SW h; u1; u2
� �

� o

ot

ffiffiffiffi
G

p h

hu1

hu2

264
375

0B@
1CAþ o

oxk
ffiffiffiffi
G

p huk

hu1uk þ 1
2
gh2G1k

hu2uk þ 1
2
gh2G2k

264
375

0B@
1CA;
then in this test case we are faced with solving the following equation:
SW h; u1; u2
� �

¼ SW ~h; ~u1; ~u2
� �

;

where ð~h; ~u1; ~u2Þ is the prescribed flow. Note that we have analytically removed the Coriolis and geometric
source terms in order to simplify the algebra; since these terms only depend on the undifferentiated solution,
this will not significantly change the results of this test problem.

Numerically, the right-hand side of the above equation is handled by first rewriting the source into three
pieces: SW ~h; ~u1; ~u2

� �
¼ W0 þW1 þW2, where
Williamson et al. [61] Test Case 4 – forced non-linear system with a translating low. Shown in these panels are (a) contours of height
0, (b) contours of height on day 5, (c) the absolute error in the height perturbation on day 5, and (d) the time traces of the L2 and L1
in the height perturbation as a function of time. The simulation that produced these plots was done on a 128 · 128 · 6 grid. The
r levels are from 10,150 to 10,600 m in increments of 50 m. The 10,150 m contour line is the circle closest to the center of the low.
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W0 ¼ o

ot

ffiffiffiffi
G

p
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~h~u1
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0B@
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oxm
ffiffiffiffi
G
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2
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2
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In the expression for Wm, no summation is implied on the index m. W0 is handled through Strang operator
splitting; the resulting ODEs can be solved exactly. The W1 andW2 source terms are incorporated into the Rie-
mann problems using the source term strategy of Bale et al. [3]. Simulation results on this problem on a
128 · 128 · 6 are presented in Fig. 8. The errors presented in panels (c) and (d) are errors in the height per-
turbation only (see Williamson et al. [61] for more details). These results show roughly the same accuracy
as those reported by Jablonowski [31] (pp. 145–146).

5.6. Flow over an isolated mountain

Problem #5 in the Williamson et al. test suite modifies the basic shallow water system by adding a com-
pactly supported, conical mountain to the flow. In this problem, the source term due to variable bottom
topography is active and is incorporated into the Riemann problems at cell edges by using the source term
strategy of Bale et al. [3]. This avoids having to perform operator splitting on the topographic source term;
and furthermore, we have found that this treatment improves the conservation of potential enstrophy prop-
erties of the scheme.

In this example, the initial total height, H = h + b, is the same as that in the Williamson et al. Test Case
#2 and the initial velocity is purely zonal with a magnitude of 20 m/s. Without the mountain, this flow
would be in geostrophic equilibrium; however, with the mountain an unsteady flow develops. The results
of a simulation on a 128 · 128 · 6 grid are presented in Fig. 9. The first three panels ((a)–(c)) show the flow
after 5, 10, and 15 days, respectively, while the final panel shows the numerical conservation of mass, total
Williamson et al. [61] Test Case 5 – flow over an isolated mountain. Shown in panels (a)–(c) are the total height at day 5, 10, and 15
8 · 128 · 6 grid. The dashed circle in these plots indicates the location of the conical mountain. The contour levels are from 5000 to
in increments of 50 m. The two ‘‘open’’ contour lines nearest the equator are at 5900 m, while the closed contour lines on the equator

5950 m. The relative conservation errors for conservation of mass, total energy, and potential enstrophy are shown in panel (d).
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energy, and potential enstrophy. All of these results are consistent with results in the literature (see for
example Jablonowski [31]).

5.7. Rossby–Haurwitz wave

Problem #6 of Williamson et al. [61] involves simulating a global wave structure that propagates parallel to
the equator. The initial RH wave can be given any wave number; we refer the reader to formulas (141)–(149)
of Williamson et al. [61] for the precise form of the initial conditions. In this test case, a wave number
four Rossby–Haurwitz wave is chosen. The results of the proposed wave propagation method on a
128 · 128 · 6 grid at various times are shown in Fig. 10. The first three panels ((a)–(c)) show that the solution
computed with the proposed method at relatively early times are in agreement the solutions predicted in the
literature (see for example Jablonowski [31]).

On longer time scales, Thuburn and Li [57] showed through numerical simulations that the wave number four
Rossby–Haurwitz wave is unstable. In order to compare with their results, we ran our simulation out to longer
time.We find that an instability eventually breaks the wave number four symmetry on approximately day 141 of
Fig. 10. Williamson et al. [61] Test Case 6 – wavenumber four Rossby–Haurwitz wave. The solution is computed on a 128 · 128 · 6 grid
on day (a) 0, (b) 7, (c) 14, (d) 141, (e) 156, and (f) 240. Plots (a)–(c) show the solution at the Williamson et al. [61] test case times. Plots (d)–
(f) show the wavenumber four breakdown and subsequent dynamics. The contour levels are from 8100 to 10,500 m in increments of 120 m.
The 10,500 m contour lines are the innermost contours, while the 8100 m contour lines are the ones closest to the poles.
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the simulation (see panels (d)–(f) of Fig. 10). The breakdown time that we predict is later than the latest time, 100
days, predicted by Thuburn and Li [57]. Thuburn and Li [57] speculated that the details of the instability, includ-
ing the time at which the wavenumber four symmetry is broken, depends heavily on the numerical truncation
error of the scheme, and our results in comparison to their results is an agreement with this observation. We also
ran the Rossby–Haurwitz wave problem with grid resolutions of 64 · 64 · 6 and 32 · 32 · 6. The 32 · 32 · 6
simulation showed no signs of an instability even after 240 days; in this case the unstable mode was suppressed
by the truncation errors. On the other hand, the 64 · 64 · 6 simulation resembled the 128 · 128 · 6 simulation,
and again showed a wave number four symmetry breaking sometime around day 141.

5.8. Unstable jet problem of Galewsky et al. [19]

Next we consider the test case proposed by Galewsky et al. [19]. In this example, a compactly supported,
geostrophically balanced jet is placed at a latitude of 45�. This jet is then perturbed by a localized height
disturbance, which causes the global jet structure to go unstable. As pointed out by Galewsky et al. [19], this
example is quite challenging for second-order methods, since the solution has both a large-scale structure (the
jet) as well as fine scale structures that develop due to the perturbation. Therefore, in order to get accurate
solutions on this problem without using adaptive mesh refinement techniques, we decompose the total
conserved variables into a steady geostrophic and an unsteady part
Fig. 11
dimen
while t
h; u1; u2
� �

¼ h0ð~xÞ; u10ð~xÞ; u20ð~xÞ
� �

þ ~hð~x; tÞ; ~u1ð~x; tÞ; ~u2ð~x; tÞ
� �

.

The geostrophically balanced terms are eliminated from the evolution equations, allowing accurate resolution
of the unstable perturbations. Following Galewsky et al. [19], we consider two simulations: an inviscid (m = 0)
and a viscous calculation (m = 2.1285 · 10�4). The viscous source term can be written as
. The unstable jet problem of Galewsky et al. [19]. The solution is displayed at t = 6 days on a 256 · 256 · 6 grid with a non-
sional viscosity of (a) m = 0 and (b) m = 2.1285 · 10�4. The solid contour lines range from 2e � 5 to 3.6e � 4 in increments of 2e � 5,
he dashed contour lines range from �3.6e � 4 to �2e � 5 in increments of �2e � 5 (all numbers in non-dimensional vorticity units).
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Simulation results on a 256 · 256 · 6 grid are shown in Fig. 11. Only small scale differences in the region
between k = �270 and k = �225 are evident between the simulations presented here and those of Galewsky
et al. [19]. We note that accurate results are obtained despite the fact that the jet lies directly on top of the grid
interfaces between the North Pole grid and the four equatorial patches.

5.9. Longitudinally symmetric shock wave–shallow water equations

In our next example, we consider only the non-rotating shallow water equations (X = f = 0). The charac-
teristic length scale for this problem is still the radius of the Earth (6,371,220 m), but now the characteristic
time scale is 806.05 s, which is chosen so that the non-dimensional gravitational constant is g = 1.
. Zonally symmetric shallow water flow with a discontinuous initial condition. Shown in each plot are a scatter plot of the height
n 80 · 80 · 6 2D solution on the cubed sphere along with a highly resolved (5000 points) 1D solution. The x-axis in these plots
nts the normalized distance from the North Pole; 0 is the North Pole and 1 is the South Pole.
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The initial condition consists of a stationary ‘‘target’’ profile centered on the North Pole:
Fig. 13
panels
on an
norma
plot, n
hðk; hÞ ¼
1 if distðk; h; 0; p=2Þ < 0:4;

1 if 0:72 < distðk; h; 0; p=2Þ < 1:12;

0:5; otherwise.

8><>:
ukðk; hÞ ¼ uhðk; hÞ ¼ 0.
We note that a similar problem was considered by Liska and Wendroff [40]. A scatter plot of the time evolu-
tion is shown in Fig. 12; the horizontal axis in these plots is the rescaled latitude, s = (p � 2k)/(2p), where s = 0
and s = 1 are the North and South Poles, respectively. For comparison, we also present a highly resolved solu-
tion (5000 points) of the 1D longitudinally symmetric shallow water equations:
. A symmetric SMHD shock propagation problem using the wave propagation method with constrained transport. Shown in these
are scatter plots of the heights and hBk at time (a)–(b) t = 2.1, (c)–(d) t = 4.2, and (e)–(f) t = 6.3. This computation was carried out
80 · 80 · 6 grid and compared against a highly resolved (5000 points) 1D simulation. The x-axis in these plots represents the
lized distance from the North Pole; 0 is the North Pole and 1 is the South Pole. Note that ALL of the 2D data is shown in the scatter
ot just zonal mean values.



Fig. 14. A symmetric SMHD shock propagation problem using the wave propagation method with constrained transport. Shown in these
plots are (a) the scatter plot of hBh at the final time t = 6.3 and (b) k ~r � ðh~BÞk1 (max-norm over entire sphere) as a function of time. Note
that ALL of the 2D data is shown in the scatter plot, not just the zonal mean value.
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Both the 1D (solid line) and the 2D (open circles) results are shown in Fig. 12. These plots indicate that the 2D
results are accurate and that they maintain the symmetry of the exact solution. We also note that shock waves
propagate through the internal boundaries and corner points without loss of shock-capturing ability or
symmetry.

5.10. Longitudinally symmetric shock wave–SMHD equations

Finally, we apply the proposed wave propagation method to a longitudinally symmetric problem for the
SMHD equations. We take as initial conditions:
hðk; hÞ ¼ 0:5; ukðk; hÞ ¼ uhðk; hÞ ¼ 0; Aðk; hÞ ¼
3
4
� 66

p2

� �
s2 þ 1836

p4 s4 � 15552
p6 s6 if � p

6
< s < p

6
;

0; otherwise;

�

where s = dist(k,h,0,p/2) � 9p/16. We again non-dimensionalize the system so that g = 1. These initial condi-
tions are chosen because the initial magnetic field is responsible for kicking-off the subsequent dynamics. The
results of a computation on an 80 · 80 · 6 grid are shown in Fig. 13. We again compare the full 2D solution
against a highly resolved 1D solution (5000 points) of the symmetric SMHD equations;
o

ot

h

huk

huh

hBk

26664
37775þ o

oh

huh

hukuh

huhuh þ 1
2
h2

huhBk

266664
377775 ¼ tanðhÞ

huh

3hukuh

huhuh � hcos2ðhÞðukuk � BkBkÞ
huhBk

26664
37775;
where hBh = 0 for all space and time. These plots verify that the proposed method accurately captures the
shock dynamics generated by the initial magnetic field and maintains the solution symmetry. Furthermore,
Fig. 14(a) shows that hBh = 0 is maintained to the order of the truncation error, and Fig. 14(b) shows that
the discrete divergence of the magnetic field over the entire sphere is maintained to machine precision.
6. Conclusions and future work

This work was concerned with developing an accurate and efficient numerical method for the solution of
hyperbolic systems on the sphere. In particular, we focused on developing a method that produces accurate
results for both smooth and discontinuous solutions. Numerical solutions of the advection and shallow water
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equations from geophysical fluid dynamics and the shallow water magnetohydrodynamic equations from solar
physics were presented. All three systems were solved on the cubed sphere grid of Ronchi et al. [49], which
covers the sphere with six grid patches that are nearly uniform in grid cell resolution.

Numerical computations on a set of ten test cases showed that the proposed scheme is accurate for a wide
range of initial data. Second-order accuracy was verified on examples for the advection and shallow water
equations. Three examples with discontinuous solutions were considered, one for each of the three systems.
In all the examples, numerical noise from the internal boundaries of the cubed sphere did not significantly
influence the overall solution.

Future work will focus on incorporating adaptive mesh refinement (AMR) techniques in order to improve
the accuracy and efficiency of the proposed numerical method. This work will follow in the spirit of Berger and
Oliger [7]. AMR within a single grid patch can be handled straightforwardly in the wave propagation frame-
work using the ideas presented in Berger and LeVeque [6]. The main challenge will be to handle grids that
move from one grid patch to another, since both the indexing and the underlying coordinate system changes
across internal boundaries.
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